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Abstract 

Taxonomic identification systems based on character-taxon matrices usually perform better than rule-
based systems. Also, matrix data can be used for other purposes, such as description writing, 
classification, and information retrieval. Most matrix-based systems do not use probabilities, but this is 
seldom a significant limitation.  

Introduction 

In biological terminology, classification is the process of defining and naming classes of organisms. 
These classes are called taxa. Identification is the process of assigning a specimen to a (pre-existing) 
taxon. The name of the taxon can then be used as an index to find known information about the taxon, 
and therefore about the specimen itself (e.g. whether it is a pest, and, if so, how it can be controlled). 
Alternatively, information about the specimen can be added to the body of knowledge about the taxon. 
The science of biological description, classification, and identification is called taxonomy.  

Both classification and identification must be based on comparative descriptions. The descriptions are 
framed (implicitly or explicitly) in terms of a list of characters. A character is a set of states that describe 
some aspect of the organisms to which the character is to be applied. The number of states may be finite 
(e.g. colour of petals: 1. white; 2. yellow; 3. red) or (in principle) infinite (e.g. width of head, in 
millimetres). Descriptions of taxa (or specimens) can be represented as a table with each row 
corresponding to a taxon and each column to a character. The entry in each cell of the table consists of 
the value or values that the character takes for the taxon. Entries may be missing if the value is unknown 
or the character is inapplicable to the taxon. The table is generally called a data matrix.  

There are many kinds of aids to identification1. The traditional one, and still the most commonly used, is 
the diagnostic key, which has been in use for more than 200 years. Table 1 shows the first few lines of a 
key to the grass genera of the Australian Capital Territory. Each number at the left of the key labels a set 
of character states. To identify a specimen, the key user starts at label 1, and selects the character state 
that best describes the specimen. This state points to another label, or to a taxon name. In the former 
case, the states at the new label are examined, and the appropriate one selected. This process is continued 
until a name is reached.  

Computers can be used to produce conventional diagnostic keys2–6. However, they can be more effective 
aids to identification when used interactively. In a conventional key, a predetermined set of characters 
must be used to identify a given specimen, whereas, in a well-designed interactive system, characters can 
be avoided if they are difficult or impossible to use. Also, an error in the construction or use of a 
conventional key almost inevitably leads to a wrong identification, whereas an interactive system can be 
made tolerant of errors, both those in the data matrix and those made by the user. Using an interactive 
identification system is similar to using a key, in that character states exhibited by the specimen are 
selected until a name is reached. The differences lie in the flexibility with which characters can be 
selected, and the other facilities that may be offered to assist the process.  
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Table 1. Part of a computer-generated key to the grass genera of the 
Australian Capital Territory 45 

1. Female-fertile spikelets with proximal incomplete florets 2
Female-fertile spikelets without proximal incomplete florets 25

2. Rachilla prolonged beyond the uppermost female-fertile floret 3
Rachilla not prolonged beyond the uppermost female-fertile floret 5

3. Ovary apex glabrous; styles fused basally 4
Ovary apex hairy; styles free to their bases Arrhenatherum

4. Hilum short; leaf blades broad Phragmites
Hilum long-linear; leaf blades narrow Ehrharta

5. Spikelets with bractiform involucres Themeda
No bractiform involucres 6........ ............... ..... .......................................

....... ............... ..... ..............

.................... ..... ..................

.................... ..... ............
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Matrix-Based Versus Rule-Based Systems 

Two main approaches have been tried in constructing interactive identification systems: programs which 
directly use a data matrix7–24; and rule-based expert systems25–28. Frame-based expert systems do not 
seem to have been much used for identification, although Edwards, Morse and Fielding29 consider that 
they would be superior to rule-based systems. It is not clear whether frames offer significant advantages 
over data matrices in this context.  

Rule-based expert systems are usually designed to mimic the methods of human experts. Expert 
taxonomists can certainly carry out identifications more quickly and reliably than non-experts, so it 
would seem logical to try to capture their knowledge and methods for use by others. There are two basic 
difficulties with this approach.  

Firstly, some aspects of the knowledge and methods cannot be captured as rules, or easily conveyed to 
others. An important component of expert identification is recognizing general appearance. (We all do 
this in identifying familiar objects (e.g. faces) and taxa (e.g. models of cars).) This process may be 
rationalized as a set of rules, but, clearly, this is not the way it is actually done. Also, experts are familiar 
with the meanings and delimitations of character states (especially if they have defined the characters 
themselves!). We can attempt to convey this information by detailed explanations and illustrations, but 
this cannot entirely take the place of experience.  

Secondly, the expert knowledge and methods that can be readily captured are not necessarily optimal. 
The limitations of the human mind make it necessary to organize knowledge as classifications and rules. 
Computers, on the other hand, can easily store, interrogate, and manipulate large quantities of raw data, 
and may be able to quickly derive from them optimal procedures to suit any situation.  

An important advantage of basing an identification system on a data matrix is that the matrix can also be 
used for other purposes: for generating descriptions, keys (which are still de rigueur for taxonomic 
publications), and classifications, and for information retrieval19–24,30–52. Also, a data matrix can help the 
expert to gain insights, not only from cladistic and phenetic classification programs, but also from 
sufficiently versatile identification programs; whereas a rule-based system cannot provide new 
information to the expert. In fact, the rules used in expert identification systems are sometimes derived 
from data matrices26.  

Taxonomic data are usually gathered and presented as descriptions, keys, or matrices, not as rules. The 
rules used in expert identification systems have usually been derived from these other forms of data. 
Atkinson and Gammerman25 derived their rules from published descriptions, and also used keys directly 
in their system. Woolley and Stone28 derived their rules from consultations between a domain expert and 
a knowledge engineer, but the former had already constructed a complete data matrix. Fermanian and 
Michalski26 automatically induced sets of rules from a data matrix. The rules used in the expert system 
were selected from these sets, and modified, if necessary, on the basis of the expert’s opinion or the 
results of preliminary tests of the system.  

The construction of rules has tended to be a difficult and time-consuming process, involving 
collaboration between a domain expert and a knowledge engineer26,28, but software is becoming available 
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to make this easier26. This difficulty is greatly compounded by the fact that when new taxa need to be 
added to a system (which is almost inevitable), existing rules may need to be revised. (There is a similar 
problem with the manual construction of identification keys.)  

The main function of the rules in an expert identification system is to decide which character or 
characters should be used in various circumstances in the course of identifications. The number of 
circumstances that can be covered in this way is limited by the effort required to generate the rules, and 
the computer resources required to store and manipulate them. Thus, the expert-system knowledge base 
tends to represent a sparse subset of the information present in a complete data matrix. (This is also true 
of the information contained in diagnostic keys.) In matrix-based systems such as ONLINE12 and 
INTKEY20, this function is carried out by an algorithm that can be applied at any stage of an 
identification. The merit of a character is calculated partly from its separating power, and partly from its 
‘weight’ — a measure of reliability or ease of use, assigned by the expert. The algorithm is, in effect, 
generating rules as required. Characters are displayed in order of merit, but the user is free to choose any 
character. The choice will be influenced by the accessibility of the character in particular circumstances 
(e.g. whether parts such as flowers and fruits are present, whether it is convenient to use a microscope or 
a chemical test); by the user’s own assessment of the separating power of the character for a particular 
specimen (an experienced user is often aware that some attributes of a specimen are unusual, and are 
therefore likely to lead to a quick identification); and by the user’s confidence in his ability to understand 
and use the characters.  

An expert can often improve the automatic selection of rules for interactive systems (or of characters for 
key generation) by applying knowledge not incorporated in the matrix. For example, a character may be 
generally difficult to use and error prone, but may give clear-cut results when applied to certain taxa. 
This kind of information could be made accessible to character-selection algorithms in the form of 
weights for individual cells of the matrix, in addition to the character weights, but, as far as I know, this 
has not yet been done. Another way of incorporating such information in matrices is via special 
characters, which are coded only for those taxa to which they can be easily applied. This method requires 
no special programming, and is already in use.  

The ability to make use of probabilities has been cited as an advantage of rule-based identification 
systems28. It is true that most expert-system shells incorporate probabilistic reasoning, and many matrix-
based identification systems currently do not. However, this is not an intrinsic limitation of matrix-based 
systems. For example, the key-generation program of Payne6 uses probabilities, as do some programs for 
identification of micro-organisms53–55. One of the reasons that probabilities are not more widely used in 
identification is the lack of suitable information. Where possible, taxonomists tend to avoid characters 
that require the use of probabilities: they would rather try to find alternative characters.  

The probabilistic information actually used in rule-based identification systems often seems to be a 
degraded form of information which may originally have been in an exact or an alternative probabilistic 
form. For example, in the system of Fermanian and Michalski26, rules such as ‘Weed is Bentgrass if 
ligule is round; confidence level 65%’ have apparently been derived, at least in part, from knowledge of 
the ligule shape for each taxon in the data set. Atkinson and Gammerman25 use rules of the form ‘If an 
unknown British umbellifer is found in sand dunes then it is 95% probable that it belongs to the set 
{Crithmum maritimum, Daucus carota, Eryngium maritimum, Pimpinella saxifraga}’. They claim that 
this type of information requires a ‘weaker commitment’ from the expert who formulates it than 
knowing, for example, what proportion of specimens of Crithmum maritimum live in dunes as opposed 
to other habitats. I think that most taxonomists would find it far easier to estimate the latter type of 
information. It is implicit in the distribution and other properties of the specimens on which each taxon 
description is based, whereas the former information would require the gathering of statistics across all 
of the taxa.  

Another advantage claimed for rule-based systems is their ability to explain their reasoning processes; in 
particular, the reason why a particular rule (character) has been selected to be the next used25,28. The 
example given by Woolley and Stone28 has the form ‘The rules used so far, x and y, have reduced the 
likely taxa to a and b, and rule z will distinguish them’. Matrix-based systems can be made to supply 
even more detailed information of this kind. For example, INTKEY can display a list of the taxa 
remaining in contention; the information entered so far about the specimen; a list of characters with 
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numbers indicating their separating power for the remaining taxa; full, partial, or diagnostic descriptions 
of the remaining taxa; the differences between the remaining taxa; the differences between the specimen 
and the remaining taxa; and the differences between the specimen and any of the eliminated taxa.  

Matrix-based identification systems are capable of providing good performance with quite large data 
sets. For example, an INTKEY data set for the grass genera of the world14,15 contains 787 taxa and 495 
characters. The data files occupy about 1MB of disk space. On an IBM-compatible PC, the program 
occupies about 300kB of disk space, and requires about 550kB of available memory. The response time 
for a simple operation, such as the processing of an attribute in an identification, is less than 1 second on 
a 33MHz 386 machine.  

Rule-based systems (apart from medical systems) seem to have been tested only on small data sets. 
Atkinson and Gammerman25 used 4 characters for the rule-based part of their system, and about 50 taxa. 
Woolley and Stone28 used 22 characters and 12 taxa, and state that memory and speed constraints (on an 
IBM XT) would limit the size of the system to about double this. Fermanian and Michalski26 used 11 
characters and 37 taxa.  

Summary 

Some important aspects of the identification skills used by experts cannot be captured in computerized 
identification aids, and those that can are not necessarily optimal. Matrix-based identification systems 
have already reached a high standard of performance, and the data matrices are also valuable for other 
purposes. Most taxonomic information is gathered and published in a form more akin to data matrices 
than to rules, so rule-based systems are more difficult to construct, and the information they contain 
tends to be sparse. However, rule-based systems can readily represent and use qualifying information, 
such as probabilities and special cases, which are not used in most current matrix-based systems. An 
empirical comparison of the performance of the two types of system (similar to the comparison by 
Fermanian and Michalski26 of a key and a rule-based expert system) would be interesting. This would 
need to be a substantial project, involving experts in the creation of both types of system, in order to 
avoid setting up straw men.  
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